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UniQGAN: Towards Improved Modulation
Classification with Adversarial Robustness

Using Scalable Generator Design
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Abstract—Automatic modulation classification (AMC) has been envisioned as a significant element for security issues at the physical
layer due to its indispensable role in accurate communications. Recent attention to deep learning has impacted the AMC, which exhibits
exceptional performance without manual feature engineering. To guarantee the accuracy and robustness of deep learning-based AMC,
data augmentation is a critical issue. While existing studies have used several deep generative models to handle the data insufficiency,
these studies face three challenges including low scalability, lengthy training time, and limited accuracy improvement. To this end, this
paper presents UniQGAN, a novel unified generative architecture that models I/Q constellation diagrams from various signal-to-noise
ratios (SNRs) using a single model. The proposed method enables the generation of high-quality data with a scalable generator, while
requiring reduced training time. At the core of UniQGAN are multi-conditions embedding and multi-domains classification techniques
that leverage both SNR and modulation type during the optimization process to enable unified modeling. Using abundant high-quality
training data, UniQGAN accelerates the enhanced AMC with high performance and adversarial robustness. Experimental results
demonstrate that the data generation by UniQGAN achieves superiority in terms of scalability, training time, and accuracy.

Index Terms—Automatic modulation classification, data augmentation, adversarial robustness, deep learning, GAN
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1 INTRODUCTION

AUTOMATIC modulation classification (AMC) enables
legitimate communications by synchronizing modu-

lation schemes between a transmitter and a receiver. It
makes AMC essential in ensuring accurate communications
and further communication security [2]. Although AMC
has started to draw attention in the military domain (e.g.,
electronic warfare), AMC is also adopted in civilian scenar-
ios and various security problems such as physical layer
authentication [3], jamming, and spoofing [4]. Specifically,
since complex connections between wireless devices com-
plicate the radio environments, AMC serves key roles in
spectrum monitoring and physical-layer authentication to
detect attackers. Therefore, we can consider AMC as a
starting point for addressing wireless physical-layer threats.
Conventional AMC studies include maximum likelihood-
based [5] and feature-based [6], [7] approaches. However,
the former has a limitation due to the high computational
complexity, while the latter accompanies overheads from
feature engineering by domain knowledge [8].

One possible solution for the feature engineering issue
is using deep learning. Since AMC is expected to be a
key component of future 6G communications whose most
distinguishing feature is the intelligent communications
enabled by deep learning [9], it has triggered numerous
related studies applying deep learning to AMC [8], [10],

• The authors are with the Network and Security Research Laboratory,
School of Cybersecurity, Korea University, Seoul 02841, Republic of Korea.
E-mail: {islee94, wlee}@korea.ac.kr

The preliminary version of this paper has been presented in [1] as a letter.
Manuscript received 20 May 2022; revised 17 December 2022.
(Corresponding author: Wonjun Lee.)

[11], [12], [13], [14]. Unlike the earlier AMC methods that re-
lied on feature-based or likelihood-based approaches, deep
learning-based AMC automatically extracts hidden features
from received signals without manual feature engineering.
There have been many examples for AMC using Recurrent
Neural Network (RNN) [10], Long Short Term Memory
(LSTM) [11], and Convolutional Neural Network (CNN) [8],
[12], [13], [14]. RNN and LSTM perform well on I/Q signals
due to their superior ability to process time-series signals.
Especially, CNN shows excellent accuracy even with speed
improvements [15] on I/Q constellation diagrams, which
are typical image data that represent signals. In this paper,
we focus on the case that employs the CNN-based AMC for
classifying the I/Q diagrams.

The most critical factor affecting classification perfor-
mance is availability of sufficient high-quality training data.
Note that abundant training data is required also for ro-
bustness against adversarial attacks [16]. Neural networks
are inherently vulnerable to adversarial examples; even a
minor perturbation can cause misclassification [17], which
motivates studies on adversarial attacks for deep learning-
based AMC [18], [19], [20]. Since deep learning-based AMC
has deployed in various fields, it would pose fatal impacts if
the dependability of the deep learning-based AMC violated.
As shown in Fig.1, if adversarial attacks occurred on deep
learning-based AMC, the attacks would deteriorate diverse
scenarios such as electronic warfare [2], physical layer au-
thentication [3], jamming detection [4], and the internet of
things [21]. Addressing adversarial attacks is a crucial issue,
and expanding the training data is a significant challenge for
deep learning-based AMC. Therefore, this paper focuses on
I/Q data augmentation for two reasons: high performance
and adversarial robustness for AMC.
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Fig. 1. System overview. An adversary may threaten deep learning-
based AMC with adversarial attacks such as FGSM and PGD, resulting
in damages to various applications. Training data augmentation is an ef-
fective solution to improve the performance and adversarial robustness
of deep learning-based AMC.

Since manual data collection may cause overheads and
face privacy concerns [22], data augmentation using deep
generative models may be an effective solution. The gener-
ative models, e.g., Generative Adversarial Networks (GAN)
[23] and Variational Autoencoder (VAE), can approximate
the original sample’s probability distribution rather than
simply reproduce it. Although some traditional augmenta-
tion methods have been used to augment I/Q data such
as signals and constellation diagrams [24], there have been
numerous attempts to use GAN and VAE for modeling I/Q
data [25], [26], [27], [28].

These existing approaches should be reviewed in three
aspects: (i) scalability, (ii) training time, and (iii) AMC ac-
curacy improvement. First, keep in mind that we prepare
training data from various signal-to-noise ratios (SNRs), as
deep learning-based AMC operates only at the SNRs where
training data is sampled. The traditional studies [25], [26],
[27], [28] are less scalable for a range of SNRs because they
focus merely on data generation for a single SNR value
using a single generator. Second, the scalability issue results
in a long training time. Total GAN training time, i.e., a sum
of training times for each SNR case, increases proportionally
to the number of SNRs to be modeled. Lastly, accuracy im-
provements in higher SNRs are frequently underestimated
to focus on accuracy in lower SNRs. In this context, we
consider the following three challenges derived from the
existing literature.

Challenge 1) How can we design a scalable generative
architecture over SNRs? To minimize management over-
heads associated with independent generators, we need to
develop a model capable of modeling I/Q data at multiple
SNRs. The scalable generator is also expected to uncover
some hidden information among the SNRs, which will aid
in modeling.

Challenge 2) How can we reduce the generative
model’s lengthy training time? Deep generative models
are accompanied by long training time even though they
exhibit excellent performance. After solving the time issue,
it is easier to train the generators as needed.

Challenge 3) How can we improve the quality of the
generated data? The primary goal of I/Q data augmentation
is to enhance the performance of deep learning-based AMC.
While accuracy improvement is more important at lower
SNRs due to its poor performance, it would be preferable if
we also improved accuracy at higher SNRs.

To this end, we propose UniQGAN, a Unified GAN
architecture for I/Q constellation diagrams at diverse SNRs.
UniQGAN enables modeling high-quality data at different
SNRs using a single generator, while significantly reducing
training time. The proposed method is based on Auxiliary
Classifier GAN (ACGAN) [29] since ACGAN allows gener-
ating data of the intended category with good quality. The
main contributions of this paper are listed as follows.

• We propose a scalable generator design, UniQGAN,
and analyze its scalability for different SNR ranges.
UniQGAN shows the potential of the hidden infor-
mation among the different SNRs, which affects the
performance in terms of AMC accuracy and GAN
training time.

• We present lightweight and effective ways to reflect
both SNR and modulation types simultaneously in
an integrated architecture via multi-conditions embed-
ding and multi-domains classification.

• We provide extensive experimental results demon-
strating that data augmentation by UniQGAN suc-
cessfully improves AMC accuracy at both low and
high SNRs, even with reduced GAN training time by
a quarter.

• We consider the sophisticated attackers that perform
adversarial attacks for CNN-based AMC, providing
the detailed security model and experimental results
on adversarial robustness.

The remainder of this paper is organized as follows.
Section 2 summarizes an overview of the existing litera-
ture. Section 3 provides background including system and
security models. Section 4 and Section 5 describe the pre-
liminaries and details of UniQGAN. Section 6 discusses
experimental results in terms of accuracy, training time,
scalability, and adversarial robustness. Section 7 concludes
the paper.

2 RELATED WORK

In this section, we briefly review the previous literature on
deep learning-based AMC and efforts to handle the data
insufficiency issue.

2.1 Deep Learning for AMC
Deep learning has proved superior performance in a variety
of communication fields. Deep learning is particularly use-
ful in intelligent communications [10], [11], [30], [31], [32],
[33], [34], [35], [36] that serve a critical role in the next-
generation communications. Specifically, we examine AMC
studies associated with CNN [8], [12], [13], [14], [15], [37],
[38], [39], [40] and adversarial learning [18], [19], [20], [41],
[42] that has gained a great deal of popularity due to security
concerns in neural networks.

Intelligent communications. Deep learning has been
widely adopted for intelligent communications in vehicular
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networks [30] and general wireless communications. For
example, many related studies have used semi-supervised
learning [31], transfer learning [32], [33], GAN [34], multi-
task learning [35], RNN [10], [36], and LSTM [11]. Perenda
et al. [33] applied transfer learning to design a robust
AMC classifier against unknown environment informa-
tion, including channel and signal parameters. The authors
also showed that deep learning-based AMC outperforms
feature-based methods. Due to the ability to process time-
series data (e.g., I/Q signals), RNN and LSTM have been
employed for AMC. Zhou et al. [10] proposed RCNet, which
enables online learning-based signal detection by convert-
ing the structure of RNN. RCNet successfully handles the
interference in MIMO-OFDM signals. Rajendran et al. [11]
used LSTM-based AMC to learn from the time domain
amplitude and phase information. The proposed method
showed good performance for time-domain sequences with
variable lengths.

CNN-based AMC. Because CNN achieved excellent per-
formance in classification, many researchers have applied
CNN to AMC to process both sequence and image data
(e.g., spectrograms [13] and I/Q constellation diagrams).
For instance, studies using CNN have been conducted to
explore weak signal detection [14], multi-task learning [37],
classifier complexity [38], and robustness [39]. O’Shea et al.
[12] studied CNN in the complex-valued radio signal do-
main. In [15], several modified constellation diagrams have
been proposed to analyze AMC accuracy given different
formats of the diagrams. Meng et al. [8] proposed an end-to-
end CNN-based AMC, supported by transfer learning to im-
prove the retraining efficiency. However, while many deep
learning-based AMC approaches are attracting attention,
they can experience overfitting and significant performance
degradation without sufficient training data.

Adversarial learning. As deep learning is deployed for
many domains such as human activity recognition [41]
and network intrusion detection systems [42], adversarial
attacks that cause misclassification have also drawn lots of
attention. Sadeghi et al. [18] studied the vulnerability of
deep learning-based AMC to adversarial attacks. They em-
ployed computationally efficient algorithms for black-box
and white-box attacks, targeted to CNN-based classifier. Lin
et al. [19] conducted extensive simulations for adversarial
attacks in terms of accuracy, feasibility, and robustness. They
showed that signals with a classifier’s low confidence levels
may lead to a high risk for attacks. Kim et al. [20] proposed
realistic wireless attack methods with adversarial learning,
considering channel effects for perturbation design. To ad-
dress those attacks, deep learning-based classifiers require
more training data for robustness against adversarial exam-
ples [43].

2.2 Handling Data Insufficiency

To guarantee satisfactory performance of deep learning-
based classification, it requires preparing enough amount of
labeled training data with high quality. Data augmentation
methods have been utilized in many problems, including
fraud review detection [44], long range communications
[45], and AMC [24], [25], [26], [27], [28]. Huang et al.
[24] used traditional augmentation methods in the image

domain such as cropping and rotation to augment constel-
lation diagrams. Since the methods merely reproduced the
data without modeling it, the quantity has increased but
the diversity has not. Ji et al. [25] generated constellation
diagrams using a deep generative model called conditional
variational autoencoder (CVAE). The authors proposed a
feedback unit to link a classifier to CVAE generative net-
work, demonstrating that classification results help train the
generator. Patel et al. [26] solved the I/Q data insufficiency
problem by employing conditional GAN. They also pre-
sented a visualization of generated data, proving that the
synthesized data is very similar to the original data. Tang
et al. [27] and Chen et al. [28] proposed smart approaches
using ACGAN to model constellation diagrams. The gen-
erated data contributed to AMC accuracy improvements.
However, the traditional AMC studies using generative
models [25], [26], [27], [28] have to train each generator
corresponding to each SNR independently, resulting in un-
deniable overheads.

We reviewed existing studies on deep learning-based
AMC and learned that data augmentation is a critical issue
to achieve high accuracy and robustness. Although there
have been several studies using deep generative models
for data enlargement, no work has considered generative
models’ scalability over SNRs. This motivates our work to
design a scalable generator, whose architecture and training
algorithms will be detailed in Section 5.

3 SYSTEM MODEL AND SECURITY MODEL

To clarify the problem scope, we discuss the system and
security models considered in this paper. The system model
outlines the following three preliminaries for understand-
ing our method: (i) signal model and data preparation,
(ii) deep learning-based AMC, and (iii) data augmentation
to improve classification performance. The security model
describes the considered attack scenarios and assumptions,
also giving backgrounds for each attack algorithm.

3.1 System Model

We consider a single-input single-output communication
system and the received signal r(t) can be expressed as:

r(t) = aej(2πfct+ϕ)s(t) + n(t), (1)

where s(t) is the transmitted signal after modulation, a is
the amplitude, fc is the carrier frequency offset, ϕ is the
phase offset, and n(t) is the additive white Gaussian noise,
respectively. r(t) consists of a real part (In-phase; I) and an
imaginary part (Quadrature; Q). The I/Q components are
extracted from the historical data r(t) at certain SNR, and
the components are converted into a constellation diagram
on a two-dimensional I/Q plane. Then the diagram x is
produced with two class labels cm (modulation type) and
cs (SNR). Even though accurate information within the r(t)
cannot be retrieved from x, it is irrelevant since our scope is
only to determine cm prior to demodulation.

As shown in Fig.2, received I/Q signals are converted
into an I/Q constellation diagram, which is then passed to
the deep learning-based classifier as an input. The classifier
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Fig. 2. Deep learning-based AMC. A classifier predicts the modulation
type which corresponds to a given I/Q constellation diagram.
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Fig. 3. Data augmentation to improve classification performance. To
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tive model-based data enlargement where UniQGAN requires a single
model for all SNRs, whereas conventional methods train each generator
for a corresponding SNR. After the generation, synthesized fake data is
combined with the original real data to augment the training dataset.

automatically extracts features from the diagram and iden-
tifies the corresponding modulation type. Deep learning-
based AMC is a kind of typical classification problem
and this supervised learning process can be expressed as
H(x)→ cm, where H(·) represents the classifier.

While enough training data is required to achieve accept-
able classification performance, data collection is a costly
task. As shown in Fig.3, we concentrate on data augmen-
tation by generative models to train the AMC classifier
with the augmented training set. This paper assumes us-
ing a unique classifier that trains constellation diagrams
from various SNRs, which excludes cs in both training and
prediction. Training data should be prepared with a broad
range of SNRs for expected operation at diverse SNRs.
Previous studies using generative models [25], [26], [27], [28]
have trained and managed each generator independently
since the generative models have only one condition c, using
the condition for cm in training. Each generator is trained on
the (x, cm) of each cs, and the trained generator can generate
fake data of corresponding cs. This low scalability over
SNRs causes overheads in managing a number of models.
Therefore, we aim to design a scalable generator for different
SNRs to improve AMC, and the proposed UniQGAN can
address the problem with a unified model.

3.2 Security Model

This paper assumes intelligent attackers who leverage ad-
versarial examples to exploit the dependability of deep
learning-based AMC. The security model consists of three
parts: (i) the security goal (what the proposed model aims to
achieve from a security perspective), (ii) attacker capabilities
(knowledge and attacker’s goal), and (iii) the considered
threat model (background and detailed attack process).

3.2.1 Security goal
We define adversarial robustness as a low drop in AMC accu-
racy after adversarial attacks. This paper aims to present
a scalable generator design for I/Q data augmentation,
also improving the adversarial robustness of deep learning-
based AMC and assuring the dependability of AMC. Specif-
ically, our security goal is defined as follows:

• Availability Goal. In security context, the data aug-
mentation’s purpose is to mitigate the effects of
adversarial attacks, preventing adversaries from in-
terfering with legitimate wireless communications.

Since we assume the powerful attackers with full knowl-
edge about the target AMC classifier, the integrity goal (i.e.,
preventing attackers from accessing and modifying the tar-
get system) is out of our scope.

3.2.2 Attacker capabilities
There are several categories for adversarial attacks with
different criteria. From the attacker’s knowledge, we can
classify attacks as white-box attacks and black-box attacks.

• White-box attacks. An adversary knows all about the
target classifier, e.g., model weights, and uses them
to calculate gradients for adversarial attacks.

• Black-box attacks. An adversary has limited knowl-
edge such as the output of the target classifier.

From the specificity of attacker, we can classify as targeted
attacks and non-targeted attacks.

• Targeted attacks. The success of the attack is defined as
the adversary making the target system misclassify
the input to the intended category.

• Non-targeted attacks. The success of the attack needs
the adversary to let the target system classify the
input into any kind of wrong categories.

To consider advanced attackers, we assume attackers with
the ability to conduct white-box and non-targeted attacks.
In other words, the attackers have full knowledge of the
victim AMC classifier, exploiting the model’s information
(structure and weights) for adversarial attacks. Since our
security goal includes only the availability, it does not mat-
ter whether the misclassification has become the intended
modulation type.

3.2.3 Threat model
This paper envisages the white-box evasion attacks, which
deteriorate the trained deep learning-based AMC classifiers
by adding imperceptibly small noise to the input. We choose
the following two representative evasion attack algorithms:
fast gradient sign method (FGSM) [46] and projected gradi-
ent descent (PGD) [47].

1) Fast gradient sign method (FGSM). FGSM starts from
the hypothesis that neural networks are too linear to
resist linear adversarial perturbation [17]. The FGSM finds
indistinct noise which maximizes the target model’s loss,
causing misclassification for the target classifier. The attack
generates an adversarial example via an element-wise sum
of the noise for the original data as follows:

xadv = x+ δ, (2)
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Fig. 4. Generating adversarial examples for I/Q constellation diagrams
via evasion attack. An adversary makes an adversarial I/Q diagram by
adding indistinguishable noise to an original I/Q diagram. A trained deep
learning-based AMC classifier may predict the wrong modulation type as
CPFSK on the adversarial examples from the diagram of QPSK.

where xadv is the adversarial example, x is the original
sample, and δ is the added noise to construct adversarial
examples. The noise δ is defined employing a sign function
for the gradient ▽x as follows:

δ = ϵsign(▽xJ(θ, x, y)), (3)

where J(θ, x, y) is the loss of the trained model with full in-
formation (parameters θ, data x and corresponding labels y),
and ϵ constrains the scope of δ as ∥δ∥ ≤ ϵ. A large ϵ allows
higher attack success rate, also increasing the perceivability.

2) Projected gradient descent (PGD). As a variant of FGSM,
PGD uses multiple steps to generate adversarial samples
xadv while the FGSM adversary calculates a one-step gradi-
ent to find the optimal δ. Specifically, PGD uses a learning
rate in each step to modify input data x. The attack gener-
ates adversarial examples at each step t as follows:

xt+1 =
∏
x+S

(xt + αsign(▽xJ(θ, x, y))), (4)

where α is the learning rate and S is the set of allowed
perturbations, constrained by ϵ.

Fig.4 explains the evasion attack process that generates
adversarial I/Q diagram examples. Since we assume that
an adversary has complete knowledge about the target
classifier, the adversary can calculate the gradient to decide
a proper perturbation that is imperceivable but critical for
the classifier. The victim classifier may predict the generated
adversarial diagrams as CPFSK, while the original category
is QPSK. To achieve adversarial robustness against these
threats, I/Q data augmentation is a possible solution [16],
and the process for modeling I/Q diagrams will be detailed
in the next section.

4 MODELING I/Q DIAGRAMS WITH GAN
Before examining the design details of UniQGAN, we de-
scribe the modeling of I/Q constellation diagrams with
Generative Adversarial Networks (GAN) [23]. GAN is a
representative deep learning-based generative model com-
posed of two competitive networks, a generator G and a
discriminator D. G generates synthetic data G(z) where
z is random noise from Gaussian distribution, whereas D
outputs a single scalar between 0 and 1, indicating the
validity of the input data. We train G to deceive D, while D
learns to differentiate successfully. This competitive training
is described as a two-player minimax game about one loss

Generator
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Real/FakeDiscriminator

Generate

Output

Real I/Q

Real I/Q

Input

Fake I/Q

Fig. 5. Modeling I/Q constellation diagrams with ACGAN. The generator
synthesizes a fake I/Q diagram using modulation category cm and
random noise z in order to deceive the discriminator. Next, the discrim-
inator attempts to classify differences between fake and real data, and
the predicted results affect both neural networks via backpropagation.
Following the conclusion of the competitive training phase, the generator
theoretically trains the probability distribution of the original samples
conditioned by modulation information.

function between two networks, with G attempting to min-
imize the loss and D trying to maximize it. The adversarial
loss associated with GAN is expressed as follows:

Ladv = Ex[logDsrc(x)] + Ez[log(1−Dsrc(G(z)))], (5)

where Dsrc predicts the probability distribution over
sources, the probability that a given input comes from
real data x. After G and D reach the convergence point
(Nash equilibrium) of the competitive optimization, D is
theoretically unable to distinguish between the original data
x and generated data G(z). However, basic GAN has limi-
tations owing to its low quality and inability of conditional
generation, i.e., generating data with an intended category.

Auxiliary Classifier GAN (ACGAN) [29] is one of the
enhanced GAN variants that successfully overcomes the
aforementioned limitations. The generator G in ACGAN
uses the class label c to generate fake data G(c, z), each
of which has a corresponding label c. The discriminator D
is divided into two components such as Dsrc and Daux,
where Daux means the auxiliary classifier. Dsrc in ACGAN
is identical to Dsrc in Eq. (5), while Daux outputs domain
classification probability. Adversarial loss and auxiliary loss
in ACGAN are expressed as follows:

Ladv = Ex[logDsrc(x)] + Ez,c[log(1−Dsrc(G(z, c)))], (6)

Laux = −Ex,c[logDaux(c|x)]− Ez,c[logDaux(c|G(z, c))].
(7)

The auxiliary loss is beneficial since it allows stability in AC-
GAN’s training by providing additional information about
the correct class. Objective functions to be minimized for D
and G are −Ladv + Laux and Ladv + Laux, respectively.

As depicted in Fig.5, we explain the modeling process
for I/Q constellation diagrams using ACGAN. To prepare
the real constellation diagrams, we convert I/Q sequences
of 2 × 1024 into a two-dimensional I/Q plane. Each dia-
gram has two category labels including cs (SNR) and cm
(modulation type). Existing studies have used cm for the
only condition since ACGAN is designed to receive one
condition in addition to latent vector z. The goal of G is
to generate realistic constellation diagrams from cm and
z to deceive D, while D attempts to distinguish between
fake and real diagrams. Both outputs from D, i.e., Dsrc

and Daux, are used for optimization by backpropagation.
Specifically, Dsrc predicts the probability that a given I/Q
diagram comes from the original data, experiencing various
channel effects on data collection. After training is finished,
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Fig. 6. UniQGAN Architecture. Its key components consist of multi-conditions embedding and multi-domains classification. In multi-conditions
embedding, after concatenating the independently embedded vectors Vectorm and Vectors, we multiply them with the latent Z to create a new
latent Ẑ. Then, we extend the capability of ACGAN’s auxiliary classifier to two domains (modulation type and SNR) in multi-domains classification.
As a result, both conditions cm and cs are successfully reflected in the optimization process of UniQGAN, allowing for the scalable architecture to
be trained using a single model over diverse SNRs.

the trained generator can produce constellation diagrams
for a given SNR. To prepare the diagrams at various SNRs,
it is necessary to train and manage generators as many as
the number of SNRs, which sparks our research.

5 UNIQGAN DESIGN

We propose UniQGAN, a scalable GAN design to generate
constellation diagrams at various SNRs with a single gen-
erator. This section discusses design objectives, suggested
structure, and training algorithm.

5.1 Design Goals

UniQGAN sets three design objectives including scalability,
training time, and data quality. We summarize our insights
for addressing each design requirement.

• Scalable design. We define scalability as the capability
for generating data at multiple SNRs with a single
model. The simple but most intuitive approach is
to include an additional condition (SNR) in model-
ing, as well as a modulation type that is the only
information used in traditional methods. We would
introduce a new embedding technique to reflect both
conditions and modify losses. In Section 6.5, we
analyze scalability in more detail.

• Reduced training time. The loss convergence point
between the generator and discriminator should be
advanced to reduce training time. Since considered
constellation diagram is a low-resolution image, we
would design the lightweight generative architec-
ture. In Section 6.4, we measure how much UniQ-
GAN saves training time.

• High-quality of generated data. To increase the gener-
ated data quality, reasonable criteria for assessment
are necessary. We evaluate two aspects including vi-
sualization (Section 6.6) and accuracy improvement
(Section 6.1, Section 6.2, and Section 6.3). Although
visualization analysis itself may not be a strict stan-
dard, it is widely used in the majority of machine
learning research and we can also refer to the results.

In addition, we quantify the changes in AMC accu-
racy caused by data augmentation and reflect them
in determining UniQGAN’s weights (Section 5.3).

5.2 UniQGAN Architecture
As illustrated in Fig.5, the architecture of UniQGAN devi-
ates from ACGAN in that the generator and discriminator
consider modulation type and SNR simultaneously. In this
section, we describe the main parts of UniQGAN and sev-
eral techniques to achieve faster convergence with reduced
training time.

5.2.1 Multi-conditions embedding
Traditional deep learning-based embedding methods for
multiple inputs are inappropriate for our problem domain
due to the excessive complexity of the methods. We present
a simple but effective embedding method called multi-
conditions embedding to handle both modulation type and
SNR. The proposed embedding allows the generation of
constellation diagrams from various SNRs using a single
trained generator.

In multi-conditions embedding as shown in Fig.5, each
embedding layer embeds both conditions cm and cs in-
dividually. The embedding layers convert inputs to dense
vectors and train on optimized embedding weights. Note
that certain conditions exhibit stronger correlations in the
AMC problem, e.g., similar SNRs. To represent relationships
between embedded vectors, we employ neural embedding
rather than the commonly adopted one-hot encoding which
uses sparse vectors. The embedded vectors are concatenated
and then multiplied with random noise z to form a new
latent vector ẑ, which is fed into the G. In our experiments,
multiplication (instead of concatenation) with random noise
alleviated the mode collapse, the representative GAN failure
in which G produces a limited variety of samples. The
overall derivation process to form a new latent vector ẑ is
defined as follows:

ẑ = z · (Embs(cs) ∥ Embm(cm)), (8)

where Embs and Embm are embedding layers for SNR and
modulation type, respectively. We implement output vectors
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of Embs(·) and Embm(·) having a size of 1×64, while z and
ẑ having a size of 1× 128 in the experiments.

5.2.2 Multi-domains classification
Since the discriminator D in ACGAN is designed to con-
sider only one condition, we need to modify D for scalable
design. The capability of the auxiliary classifier Daux in
Eq.(7) is extended to both conditions cs and cm for multi-
domains classification. Daux is divided into Ds

aux and Dm
aux,

where Ds
aux represents a probability distribution over the

cs and the Dm
aux over cm. Multi-domains classification en-

ables discriminator D in UniQGAN to output three scalars
simultaneously: D : x→ {Dsrc(x), D

s
aux(x), D

m
aux(x)}. The

three outputs of D are employed to construct losses in
UniQGAN (Section 5.3). The structure of D is composed of
repeated four convolutional blocks, followed by one linear
layer that has three styles. In Dsrc(x), the last layer adopts
one output node and Sigmoid activation function. In two
auxiliary classifiers Ds

aux and Dm
aux, however, employ seven

(the number of SNRs) output nodes and Softmax activation
function.

5.2.3 Model enhancement
Stabilized convergence between the generator and discrim-
inator is important to guarantee the quality of generated
data. UniQGAN employs several techniques to stabilize
the training process. We adopt a dropout [48] rate of 0.25
for each layer in D. Dropout is one of the representative
strategies to handle overfitting by partially omitting neurons
in deep neural networks. We use label smoothing [49],
replacing correct labels for real data x with 0.9 and for
fake data G(ẑ) with 0.1, from 1.0 and 0.0 respectively. Label
smoothing is a commonly used approach that substitutes
smoothed values for the target values to prevent a classifier
(i.e., discriminator in GANs) from overfitting [50]. Finally,
we employ spectral normalization [51] to restrict the Lip-
schitz constant of D, resulting in accelerated convergence.
Even though the most essential components of UniQGAN
architecture are multi-conditions embedding and multi-
domains classification, all of these enhancement techniques
also contribute to the stable convergence of UniQGAN.

5.3 Training Algorithm
The optimization process of UniQGAN relies on previously
defined terms (ẑ, Dsrc, Dm

aux, and Ds
aux), and Algorithm 1

shows the pseudocode on training UniQGAN. We initialize
generator parameters θG and discriminator parameters θD
as presented in [52]: all model weights are initialized from
a Normal distribution with a mean of 0 and a standard
deviation of 0.02. After initializing the parameters θG and
θD , we prepare training data x with corresponding labels
(cm, cs). To guarantee that the generated data preserves
high quality, adversarial loss in UniQGAN is expressed as
follows:

Ladv = Ex[logDsrc(x)]+Ez,cm,cs [log(1−Dsrc(G(ẑ)))]. (9)

Generator G synthesizes fake data G(ẑ) corresponding to
the intended categories (cm, cs), using ẑ derived from multi-
conditions embedding. The discriminator D tries to distin-
guish whether the given data is from x or G(ẑ), and the
predicted results are used to compute losses.

Algorithm 1: UniQGAN Training Algorithm
Require: Training epochs N ; Learning rate α;

Batch size n; Weights for auxiliary losses λm, λs.
1: Initialize θG, θD .
2: for i = 1 to N do
3: for j = 1 to n do
4: Sample real I/Q data x ∼ Pr with labels cs, cm.
5: Sample latent variable z ∼ p(z).
6: ẑ ← z · (Embs(cs) ∥ Embm(cm))
7: x̂← G(ẑ)
8: Compute Ladv,Lm

aux,Ls
aux with D(x), D(x̂).

9: Lj
D ← −Ladv + λmLm

aux + λsLs
aux

10: Lj
G ← Ladv + λmLm

aux + λsLs
aux

11: end for
12: gradθD ← −∇θD [

1
n

∑n
j=1 L

j
D]

13: θD
update←−−−− θD − α· Adam(θD , gradθD )

14: gradθG ← −∇θG [
1
n

∑n
j=1 L

j
G]

15: θG
update←−−−− θG − α· Adam(θG, gradθG )

16: end for

Since we have designed D to have two auxiliary clas-
sifiers Dm

aux and Ds
aux, we define two auxiliary losses as

follows:
Lm
aux = −Ex,cm [logDm

aux(cm|x)]
− Ez,cm,cs [logD

m
aux(cm|G(ẑ)),

(10)

Ls
aux = −Ex,cs [logD

s
aux(cs|x)]

− Ez,cm,cs [logD
s
aux(cs|G(ẑ)).

(11)

Each auxiliary loss contributes to auxiliary classifiers’ pre-
diction capabilities for modulation type and SNR, respec-
tively. Consequently, our full objective functions derived
from equations above (Eq.(9), Eq.(10), and Eq.(11)) to train
D and G are expressed as follows

LD = −Ladv + λmLm
aux + λsLs

aux, (12)

LG = Ladv + λmLm
aux + λsLs

aux, (13)

where λm ∈ (0, 1) and λs ∈ (0, 1) are weight values,
respectively. Although optimized λm and λs may fluctu-
ate under experimental conditions, we set λm = 0.7 and
λs = 0.3 on the basis of experimental results. Both D and G
optimize their parameters using stochastic gradient descent
to minimize LD and LG, respectively.

To improve the generated data quality, we consider AMC
accuracy when determining the weights of UniQGAN, in-
cluding λm and λs. As shown in Fig.7, we measure the AMC
accuracy enhancement by data augmentation according to
λm of UniQGAN. We set λm varying from 0.1 to 0.9 and
λs = 1 − λm. Fig.7(a) shows results at each SNR and the
accuracy improvement is more apparent at lower SNRs
except for too low SNRs (-2 dB and 0 dB). We also observe
that if the λm is set too high or too low, the accuracy
improvement is limited. Fig.7(b) presents the average of
accuracy improvement at both low SNRs (from -2 dB to 4
dB) and all SNRs (from -2 dB to 10 dB). We can achieve the
highest accuracy improvement with λm of 0.7 and λs of 0.3.
Specifically, with λm of 0.7, UniQGAN leads to accuracy
enhancement by 6.13% (from 0.489 to 0.519) in low SNRs
and 2.87% (from 0.696 to 0.716) in all SNRs, respectively.
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Fig. 7. Accuracy improvement according to λm of UniQGAN. Consider-
ing (a) detailed results at different SNRs and (b) averages of accuracy
improvements at low and all SNRs, we set λm to be 0.7.

6 PERFORMANCE EVALUATION

For reproducibility, we employ a widely used benchmark
called RadioML2018.01a [53] collected by software-defined
radios (two USRP B210s). The benchmark consists of signals
with 24 different modulation types and 26 different SNRs,
from -20 dB to 30 dB with a 2 dB interval. There are
624 (24×26) cases where each case contains 4096 signal
samples, with a length of 1024. In experiments, we use the
representative six modulation types (BPSK, QPSK, 32PSK,
128QAM, GMSK, and OQPSK) and seven SNRs, ranging
from -2 dB to 10 dB with 2 dB of an interval. The selected
modulation types contain four simple modulations (BPSK,
QPSK, GMSK, and OQPSK) and two complex modulations
(128QAM and 32PSK). We exclude cases where the SNR
is less than -2 or greater than 10, as the data in the two
SNR ranges are very similar visualization at both ends; we
judge the similarity via accuracy and visualized results.
In the selected 42 (6×7) cases, we use 1000 samples per
case and convert each sample into a 64 × 64 constellation
diagram. Experiments generally consist of two phases: data
augmentation and classification. Since the primary scope of
this research is data augmentation, we do not use the K fold
cross-validation for classification to decrease overwhelming
complexity. We divide the original samples into training and
test sets by 1 : 9 to assume the data insufficiency.

To implement UniQGAN, we use LeakyReLU as an
activation function, Adam optimizer with a learning rate
of 0.001, and a batch size of 64. We adopt L2 loss as a

TABLE 1
The Structure of CNN-based Classifier

Type Structure

- Input (constellation diagram)
Convolutional layer Conv2D (64, 5× 5) + ReLU + BN + Dropout
Convolutional layer Conv2D (32, 5× 5) + ReLU + BN + Dropout
Convolutional layer Conv2D (16, 5× 5) + ReLU + BN + Dropout
Convolutional layer Conv2D (8, 5× 5) + ReLU + BN + Dropout

- Flatten
Fully-connected layer Dense (2048) + Softmax

- Output (predicted modulation type)

criterion for Ladv , cross-entropy loss for Lm
aux and Ls

aux.
Normalization methods such as batch normalization and
spectral normalization [51] are employed for G and D,
respectively. To compare performance, we analyze AMC
whose training data is augmented by cGAN [26], ACGAN
[27], and UniQGAN∗, a variant of UniQGAN that employs
the traditional one-hot encoding with concatenation. As a
baseline classifier, we use CNN consisting of four convolu-
tional layers followed by one fully-connected layer, which
predicts the modulation type of the highest probability.
The classifier’s detailed structure is summarized in Table
1. Each convolutional layer employs a kernel size of 5 × 5,
a ReLU activation function, batch normalization, and a
dropout mechanism. The classifier trains repetitively on a
64 × 64 image with a label (modulation type) throughout
the training phase. We set models on a desktop platform
configured with an NVIDIA GeForce RTX 3070 GPU to
implement the PyTorch framework.

To demonstrate the ability of UniQGAN, we analyze
how the data augmentation methods affect the performance
of CNN-based AMC. Although there are other metrics for
classification such as precision, recall, and f1-score, we only
consider accuracy since the experiments assume a class-
balanced dataset. The employed metric is defined as follows:

• Accuracy = (TP + TN) / (TP + TN + FP + FN),

where True Positive (TP) and True Negative (TN) are the
number of correctly predicted ones, while False Positive (FP)
and False Negative (FN) mean the opposite.

6.1 Effect of Data Augmentation on Accuracy
We examine the effect of training data augmentation on
CNN-based AMC accuracy. Traditional generative methods
like cGAN and ACGAN need to train seven distinct gen-
erators for each SNR, whereas UniQGAN requires only a
single generator. Trained generators produce 500 constel-
lation diagrams for each 42 case, and the numbers of the
original training set, test set, and generated data are 100,
900, and 500, respectively. The generated data is only used
for training set enlargement, while not exposed to the test.

As shown in Table 2, data augmentation using the pro-
posed UniQGAN surpasses all other approaches in terms of
average accuracy at low and all SNRs. UniQGAN improves
classification accuracy compared to the original at low SNRs
(from -2 dB to 4 dB) by 6.13% (from 0.489 to 0.519) and
at all SNRs (from -2 dB to 10 dB) by 2.87% (from 0.696 to
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TABLE 2
Accuracy on RadioML2018.01a Benchmark Augmented by Different GANs

Augmentation Method
SNR (dB) Low SNRs (-2∼4) All SNRs (-2∼10)

-2 0 2 4 6 8 10 Average Average

Original (No augmentation) 0.234 0.325 0.555 0.841 0.956 0.976 0.985 0.489 0.696
cGAN 0.253 0.336 0.530 0.824 0.946 0.966 0.976 0.486 0.690

ACGAN 0.250 0.340 0.518 0.847 0.950 0.970 0.978 0.489 0.693
UniQGAN∗ (One-hot encoding) 0.267 0.352 0.573 0.851 0.958 0.976 0.988 0.511 0.709

UniQGAN (Multi-conditions embedding) 0.269 0.349 0.592 0.866 0.961 0.983 0.989 0.519 0.716
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Fig. 8. Confusion matrix of 0 dB for (a) Original, (b) cGAN, (c) ACGAN, and (d) UniQGAN.
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Fig. 9. Confusion matrix of 10 dB for (a) Original, (b) cGAN, (c) ACGAN, and (d) UniQGAN.

0.716). Note that cGAN and ACGAN experience accuracy
decreases after augmentation in some cases. Specifically,
they exhibit a drop in overall accuracy when SNR is 2 dB or
above. The reason for the low enhancement at higher SNRs
is that there is limited space for accuracy improvement, i.e.,
decreased accuracy in one category may have a significant
influence on overall performance. Although UniQGAN also
achieves better accuracy improvement at lower SNRs than
at higher SNRs, at least it does not suffer from accuracy
degradation at higher SNRs.

We further assess the accuracy of each category via a
confusion matrix. Fig.8 and Fig.9 illustrate confusion matri-
ces that analyze the impact of three generative models at 0
dB and 10 dB, respectively. As shown in Fig.8, all the gen-
erative models successfully model simple modulation types
at lower SNR, resulting in accuracy enhancement after the
data enlargement. However, modeling complex modulation
schemes (128QAM and 32PSK) is challenging under noisy
conditions. Both cGAN and ACGAN fail to model at least
either of the schemes, resulting in an accuracy decrease on
sophisticated modulation types. Nevertheless, the overall
accuracy at 0 dB increases with data augmentation by cGAN
and ACGAN, from 0.325 to 0.336 and 0.340, respectively. The
reason is that the rise in accuracy for simple modulations

exceeds the drop in complex modulations.
The performance difference between baselines and

UniQGAN becomes more apparent at higher SNR as illus-
trated in Fig.9. While cGAN and ACGAN still struggle to
learn sophisticated modulation types, UniQGAN improves
performance beyond maintaining it. Since the accuracy im-
provement on simple modulations fades away, cGAN and
ACGAN experience a decrease in overall accuracy. How-
ever, as shown in Fig.9(a) and Fig.9(d), UniQGAN success-
fully models complex modulations at high SNR, enhancing
overall accuracy.

6.2 Effect of Multi-conditions Embedding

To analyze the effect of multi-conditions embedding, we
compare UniQGAN with UniQGAN∗ which is a variant
that adopts traditional one-hot encoding. The embedding
of UniQGAN∗ to derive a ẑ is expressed as follows:

ẑ = z ∥ Emb∗s (cs) ∥ Emb∗m(cm), (14)

where Emb∗s and Emb∗m indicate one-hot encoding for SNR
and modulations, respectively. The formed ẑ is passed to G
same as illustrated in Fig.5. The embedding in UniQGAN∗

also differs from the multi-conditions embedding in that

This article has been accepted for publication in IEEE Transactions on Dependable and Secure Computing. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TDSC.2023.3261983

© 2023 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.
Authorized licensed use limited to: Korea University. Downloaded on July 08,2023 at 13:50:09 UTC from IEEE Xplore.  Restrictions apply. 



IEEE TRANSACTIONS ON DEPENDABLE AND SECURE COMPUTING, VOL. XX, NO. XX, XXXX 10

OQPSK

GMSK

128QAM

QPSK

BPSK

32PSK

(a)

OQPSK

GMSK

128QAM

QPSK

BPSK

32PSK

(b)

Fig. 10. Constellation diagrams at 10 dB generated by (a) UniQGAN∗

(a variant of UniQGAN with one-hot encoding) and (b) UniQGAN (with
multi-conditions embedding). The multi-conditions embedding mitigates
mode collapse, i.e., the representative GAN failure associated with the
lack of diversity.

UniQGAN∗ concatenates the embedded vectors rather than
multiplying them.

As shown in Table 2 (Section 6.1), both UniQGAN and
UniQGAN∗ show better results compared with the other
augmentation methods such as cGAN and ACGAN. Addi-
tionally, UniQGAN achieves slightly better accuracy than
UniQGAN∗, except for the case of 0 dB. Note that the struc-
tures of both models are the same excepting embeddings.
This indicates that multi-conditions embedding contributes
a little more in terms of accuracy improvement compared to
one-hot encoding.

The performance gap between these embeddings be-
comes distinguished in the aspects of generated data diver-
sity. Fig.10 shows the results of generating four constellation
diagrams for six modulation types at 10 dB with UniQGAN∗

and UniQGAN. As illustrated in Fig.10(a), while data from
UniQGAN∗ look similar to original I/Q constellation dia-
grams, the diversity is extremely limited since mode col-
lapse occurred. Meanwhile, Fig.10(b) shows that UniQGAN
alleviates the diversity issue. Experimental results show
that UniQGAN has strengths in accuracy enhancement and
output diversity via multi-conditions embedding.

6.3 Effect of Generation Amount on Accuracy

We investigate how generation amount affects AMC accu-
racy, assuming that the amount correlates with accuracy
when high-quality data is available. As shown in Fig.11, we
measure the accuracy changes according to data augmen-
tation by UniQGAN. We focus on low SNRs, from -2 dB
to 4 dB, where the effect is more noticeable than at higher
SNRs. Original training data consists of 42 cases (6× 7) and
each case contains 100 samples. We measure the accuracy by
increasing the generation amount for each case from 0 to 500
at intervals of 20. Generating 500 samples per case implies a
sixfold increase in the size of the training data, from 100 to
600.

As illustrated in Fig.11(a), Fig.11(b), and Fig.11(c), ac-
curacy tends to gradually improve as generation amount
increases at very low SNRs (from -2 dB to 2 dB). While
the relationship between the amount and accuracy improve-
ment is not always directly proportional due to the inherent
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Fig. 11. Accuracy according to data generation amount of UniQGAN
at (a) -2 dB, (b) 0 dB, (c) 2 dB, and (d) 4 dB. In X-axis, 0 means no
augmentation.

TABLE 3
Feasibility Analysis

Augmentation Training Generation
Method Secs/Epoch Epochs Time (Secs) Time (Secs)

cGAN 19.88 (2.84× 7) 4500 89460 46.84
ACGAN 27.09 (3.87× 7) 2500 67725 67.82

UniQGAN 33.71 500 16855 72.38

randomness in deep learning, performance generally im-
proves until the training data is doubled, i.e., where the
generated amount is 100. However, Fig.11(d) shows the
tendency disappears at higher SNRs, even at 2 dB. This
shows that while there is no strong correlation between
the generation amount and accuracy improvement, we can
observe a certain tendency at lower SNRs.

6.4 Feasibility Analysis
To analyze the feasibility and the complexity, we measure
the training and generation time of cGAN, ACGAN, and
UniQGAN as shown in Table 3. While cGAN and ACGAN
need training of seven generators individually, UniQGAN
requires training of a single model.

The total training time for each augmentation method
is calculated by multiplying the training epochs by the
training time needed for an epoch. For instance, to train
an epoch, ACGAN requires 27.09 seconds (i.e., 3.87 seconds
for each SNR) whereas UniQGAN takes 33.71 seconds to
train a single generative model. While ACGAN needs 2500
epochs to reach equilibrium, UniQGAN converges around
500 epochs. Total training times for cGAN, ACGAN, and
UniQGAN are 89460 (19.88 × 4500), 67725 (27.09 × 2500),
and 16855 (33.71×500) seconds, respectively. Not only does
UniQGAN minimize the number of trained generators, but
it also decreases training time by at least a quarter compared
to the baselines. After training is complete, we produce 500
constellation diagrams for each of the 42 cases (6 × 7) to
measure generation time, a total of 21000 images. Similar
to the training process, cGAN and ACGAN generate data
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TABLE 4
Scalability Analysis for Different SNR Ranges

Case
Augmentation SNR Ranges & Max SNR (dB) Low SNRs All SNRs

Method # of Generators Training Epochs -2 0 2 4 6 8 10 Average Average

(1) Original - - 0.234 0.325 0.555 0.841 0.956 0.976 0.985 0.489 0.696
(2) ACGAN -2 / 0 / 2 / 4 / 6 / 8 / 10 # 7 2500 0.250 0.340 0.518 0.847 0.950 0.970 0.978 0.489 0.693
(3) UniQGAN -2 / 0 / 2 / 4 / 6 / 8 / 10 # 7 1200 0.253 0.331 0.549 0.847 0.960 0.976 0.980 0.495 0.699
(4) UniQGAN -2, 0 / 2, 4 / 6, 8 / 10 # 4 1200 0.263 0.346 0.559 0.844 0.964 0.980 0.987 0.503 0.706
(5) UniQGAN -2, 0, 2 / 4, 6 / 8, 10 # 3 1000 0.271 0.342 0.564 0.872 0.966 0.979 0.985 0.512 0.711
(6) UniQGAN -2, 0, 2, 4, 6, 8, 10 # 1 500 0.269 0.349 0.592 0.866 0.961 0.983 0.989 0.519 0.716

using seven trained generators while UniQGAN employs
only one generator. The measured generation times are
approximately 50 and 70 seconds, which is negligibly short
compared to the training time.

We observed that UniQGAN diminishes GAN training
time by advancing the convergence point between the gen-
erator and discriminator. This means that UniQGAN ef-
fectively exploits some shared hidden information between
SNRs owing to its scalable design, which models data from
multiple SNRs simultaneously with a unified model.

6.5 Scalability Analysis
Furthermore, we validate the scalability of UniQGAN by
analyzing accuracy and GAN training time with varying
SNR ranges as shown in Table 4. In cases (1), (2), and (6),
they show the performance of the Original, ACGAN, and
UniQGAN same as mentioned in Table 1 and Table 3. Case
(3)∼(6) show the cases of UniQGAN trained on different
SNR ranges. In case (5), for example, three UniQGAN
generators are trained on {-2, 0, 2}, {4, 6}, and {8, 10} dB.
Other experimental settings such as dataset and CNN-based
classifier are the same as in Section 6.1.

As shown in case (3)∼(6), the training epochs required
for UniQGAN decrease as the SNR range covered by one
generator is expanded. Specifically, 1200, 1000, 800, and 500
epochs are required to train UniQGAN with data of one,
two, three, and seven SNRs, respectively. Since the required
training epochs vary from the covered SNR ranges of each
generator, Table 4 displays only the max training epochs
of the generator in each case. The results are somewhat
intuitive because UniQGAN utilizes an unified model that
can exploit helpful information from different SNRs. More
surprisingly, the unified modeling also improves AMC ac-
curacy, from 0.495 to 0.519 at low SNRs and from 0.699 to
0.716 at all SNRs as shown in cases (3) and (6). This means
that the scalable design of UniQGAN improves the quality
of generated data, even with the reduced training time.

UniQGAN enables not only unified modeling over mul-
tiple SNRs but also individual modeling for each SNR as
shown in case (3). From cases (2) and (3), we observe that
using UniQGAN instead of ACGAN can reduce training
epochs needed for convergence by more than twice. Since
training times for an epoch in cases (2) and (3) are 27.09
(3.87×7) and 33.81 (4.83×7) seconds, total training times for
each case are 67725 (27.09× 2500) and 40572 (33.81× 1200)
seconds. UniQGAN (in case (3)) also outperforms ACGAN
in terms of average accuracy at both low and high SNRs.

OQPSK

GMSK

128QAM

QPSK

BPSK

32PSK

1086420-2

(a)

OQPSK

GMSK

128QAM

QPSK

BPSK

32PSK

-2 1086420

(b)

Fig. 12. Constellation diagrams (a) converted from RadioML2018.01a
dataset and (b) generated by the 1000-epochs trained single UniQGAN
model.

The results show that we can replace previous augmentation
methods like ACGAN with UniQGAN, even for modeling
data at each SNR independently.

6.6 Visualization of Generated Data

As shown in Fig.12, we present visualized constellation
diagrams for each modulation type and SNR used in our
experiments. Fig.12(a) displays original diagrams converted
from the RadioML2018.01a. Distinguishing between modu-
lation types is difficult at lower SNRs, which explains why
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Fig. 13. Accuracy under FGSM attack with varying epsilons at (a) -2 dB, (b) 2 dB, (c) 6 dB, and (d) 10 dB.
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Fig. 14. Accuracy under PGD attack with varying epsilons at (a) -2 dB, (b) 2 dB, (c) 6 dB, and (d) 10 dB.

deep learning-based AMC shows low accuracy at those
SNRs. Fig.12(b) exhibits diagrams generated by a single
UniQGAN generator trained with 1000 epochs. Visualized
results demonstrate that the generator successfully models
real data to augment reasonable data of diverse SNRs and
modulation types. Without duplicating the original data, the
trained generator produces nonexistent data that follow the
probability distribution of the original data.

6.7 Adversarial Robustness Analysis
Finally, we investigate the effect of training data augmen-
tation on the adversarial robustness of deep learning-based
AMC. We choose both UniQGAN and UniQGAN∗ as the
augmentation methods to show the influence of multi-
conditions embedding. We use an open-source framework
IBM Robustness Toolbox [54] to implement two represen-
tative white-box evasion attacks: FGSM [46] and PGD [47].
The targeted system of the attacks is the same classifier as
described in Section 6.1: the 4-layered CNN classifier, using
a training set, test set, and generated data of 100, 900, and
500, respectively for each case (modulation type, SNR).

Robustness Under Different Perturbations. We analyze
the impact of attacks’ perturbation on adversarial robust-
ness with three classifiers: one baseline classifier (Original,
i.e., no augmentation) and two data-augmented classifiers
(UniQGAN and UniQGAN∗). We measure adversarial ro-
bustness by investigating a change in accuracy after the
adversarial attacks; more robust classifier would experience
less amount of drop in accuracy. As shown in Fig.13 and
Fig.14, we observe AMC accuracy at different SNRs under
FGSM and PGD attacks, with varying ϵ from 0.0 to 0.1 with
an interval of 0.01, where 0.0 means no attack.

Accuracy overall decreases as epsilon increases since
a larger perturbation means allowing more modifications
from original data for adversarial examples. Accuracy drop
is more remarkable at higher SNRs, which shows better
accuracy without attacks than at lower SNRs. As shown in
Fig.13(a) and Fig.13(d), FGSM with a perturbation of 0.05
drops the accuracy in Original at -2 dB by 17.5% (from 0.234

to 0.193), whereas at 10 dB by 68.2% (from 0.985 to 0.313).
It indicates that even an adversarial attack with a small per-
turbation may lead to drastic degradation for deep learning-
based AMC; the adversarial robustness becomes a critical
issue. Data augmentation mitigates the decrease in accuracy
except for too low SNR (-2 dB), and the degree stands out
as SNR increases. For instance, Fig.13(d) shows that the
UniQGAN-augmented classifier’s accuracy drop is 44.0%
(from 0.989 to 0.554) under FGSM with a perturbation of
0.05 at 10 dB, which means an improvement in adversarial
robustness of 35.48% compared to the Original whose drop
is 68.2%. Since the PGD is an improved version of FGSM,
adversarial robustness enhancement is less noticeable un-
der PGD than under FGSM. As shown in Fig.14(d), the
UniQGAN-augmented classifier’s accuracy drop is 59.7%
(from 0.989 to 0.399) under PGD with perturbation of 0.05
at 10 dB, while Original’s accuracy drop is 74.8% (from
0.985 to 0.248), indicating UniQGAN improves adversarial
robustness by 20.19% against PGD.

We also observe that except for -2 dB, UniQGAN∗ tends
to outperform UniQGAN in terms of adversarial robustness
as epsilon increases. As shown in Fig.13(c), for example, the
performance gap emerges since the epsilon of 0.05. Recall
that the generated data from UniQGAN∗ lacks diversity
due to mode collapse as described in 6.2. Although the
diversity-limited training data may cause overfitting (i.e.,
reducing generalization ability and accuracy) to the classi-
fier, the overfitting can improve the adversarial robustness
[55]. Since there is a trade-off between generalization ability
and adversarial robustness, we can choose the proper model
based on the given scenario.

Visualization of Adversarial Examples. Fig.15 presents
visualized adversarial examples of I/Q diagrams about six
modulation types at 10 dB, generated by FGSM with vary-
ing epsilons from 0.0 to 0.3 with a 0.05 interval. Although
we can perceive the added noise visually at the right column
(0.3), a small perturbation of 0.05 is difficult to distinguish
the difference from the left column (0.0). Remind that even
the epsilon of 0.05 causes performance degradation by
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Fig. 15. Constellation diagrams at 10 dB, attacked by FGSM with varying
epsilons. In the left column, 0.0 means no attack.

68.2%. The adversarial robustness and better AMC accuracy
are crucial issues, and UniQGAN may be an effective option
for them.

7 CONCLUSION

We have proposed UniQGAN, which enhances AMC in
terms of accuracy and adversarial robustness through data
augmentation. We have suggested multi-condition embed-
ding and multi-domains classification techniques for scal-
able generator design at diverse SNRs. Experimental results
showed that UniQGAN improves AMC average accuracy
by 6.13% for low SNRs and 2.87% for all SNRs while reduc-
ing GAN training time by at least 75%. Through scalability
analysis for various SNR ranges, we observed that shared
information between SNRs can contribute to classification
accuracy and GAN training time. We have also observed
UniQGAN improves adversarial robustness by 35.48% after
data augmentation, at 10 dB under FGSM attack with a
perturbation of 0.05. In future work, we plan to analyze the
shared information between SNRs theoretically for a more
thorough investigation.
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